Assessment of geostatistical and interpolation methods for mapping forest dieback intensity in Zagros forests
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ABSTRACT
During recent years, oak decline has been widely spread across Brant’s oak (Quercus brantii Lindl.) stands in the Zagros Mountains, Western Iran, which caused large-area forest dieback in several sites. Mapping the intensity and spatial distribution of forest dieback is essential for developing management and control strategies. This study evaluated a range of geostatistical and interpolation methods to explore the spatial structure and provide area-based maps of the intensity of forest dieback across a representative test site - Ilam Province - that was severely affected by Oak decline. The geostatistical analysis provided in-depth measures of the spatial structure amongst the selective sampling units (120 quadratic sample plots of 1200 m²), which eventually resulted in an area-based maps of dieback intensity. The accuracy of the applied methods was assessed by mean error percentage (%ME), root mean squared error percentage (%RMSE) and coefficient of determination (R²). Results showed moderate spatial structure within the sampling units. Moreover, cokriging (associated with soil humidity and aspect as independent variables) approach resulted in the highest accuracy, followed by two other methods of kriging and Radial Basis Function. Results suggested that cokriging can accurately estimate the intensity of dieback and its spatial distribution in the study area. According to this, an average dieback intensity of 18.12 % was estimated within the study area.
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INTRODUCTION
Zagros forests in western Iran play an important role in balancing regional water resources, as well as in soil conservation, weather modification and socio-economic stability (Heydari 2006).
In recent years, these forests have been exposed to decline caused by natural and anthropological agents, which resulted in large diebacks in oak stands.
The oak decline was initially reported in 2008 by local forestry offices in Ilam and Lorestan provinces. Ever since numerous reports have been published on dieback of oak trees in multiple spatial scales in Western Iran, mostly indicating a rapid spread throughout the Zagros forests over the time (Mir-Abolfathi 2013).
The phenomenon occurs as a result of a complex set of biotic and abiotic factors such as biological disturbance agents (pests, diseases), physiographic conditions, soil, physiologic tree mortality, periodic droughts, dust and socio-economic issues (Fan et al. 2006; Baguska et al. 2014). Regardless of the causal factors, the consequences of this phenomenon initially

...
include severe structural changes which eventually degrade variety of forest ecosystem functions (Hosseini et al. 2014).

Access to up-to-date spatiotemporal information is a key factor to develop and maintain monitoring strategies for forest health. That is, one of the crucial issues in predicting the forest reaction to periodic decline is quantification of dieback intensity of trees, which can further help by facilitating the optimization of management strategies (Sánchez et al. 2002).

Therefore, knowledge on spatial distribution of forest calamities (e.g. stand decline) as mapped on area-based level is considered as a basic prerequisite for forest health monitoring (Ristainio & Gumpertz 2000), for which a range of various methods exists (Holdenrieder et al. 2004).

Whereas common logistic and financial constrains in conventional field-based inventories make timely description of spatial variation of forest disturbances infeasible, these can be alternatively estimated by means of interpolating previously sampled attributes on sparse locations to those of unknown attributes (Burrough 2001).

In recent years, use of different interpolation methods from geostatistical field for mapping the spatial distribution of various environmental entities has been substantially increased. Geostatistical methods help by detecting, estimating and mapping the spatial patterns of regional response variables by focusing on modeling and interpretation of semivariograms (Lopez-Granados et al. 2002).

While in these methods the location of the samples play a major role in analyzing the unknown values on known locations, the spatial location is largely neglected in classical statistics (Pourreza et al. 2012).

To our knowledge, geostatistical and interpolation methods have been only rarely applied for mapping the spatial distribution of forest decline, whereas the existing works suggest that these methods can provide good assessments of forest decline (Hlasni et al. 2009).

The early works by Hohn et al. (1993) and Liebhold et al. (1993) presented the use of kriging techniques for estimating the spatial spread of Gypsy Moth (Lymantria dispar dispar L.). Koch and Smith (2008) used kriging approach for mapping the spatial pattern of dead trees and concluded kriging can accurately estimate the spatial distribution of dead trees.

In addition, geostatistical methods were evaluated for mapping forest defoliation, in which cokriging was shown to return superior results compared to kriging (Cocco et al. 2010). Foster et al. (2013) studied the state of defoliation caused by insect attack, and concluded that modeling of the defoliation along with other correlated factors results in more accurate estimations. Despite a number of studies on geostatistical estimation of forest and soil attributes in Iran (Habashi et al. 2007; Akhavan et al. 2010; Hosseini et al. 2012; Jafarnia & Akbarinia, 2014), there is a lack of reports on geostatistical applications for estimating forest health condition, in particular across semi-Mediterranean Zagros forests in Western Iran. This study aims to investigate the relationship between oak decline and a range of potentially-influential physiographic and soil factors, followed by evaluating geostatistical and interpolation methods for estimating and spatially mapping oak decline in a representative portion of forests affected by oak decline.

**MATERIALS AND METHODS**

**Study area**

The study site encompasses an area of ca. 1339 ha in northeast of Ilam City in Ilam Province (longitude: 46° 25' 39" - 46° 29' 45" E and latitude: 33° 40' 4" - 33° 37'18" N) (Fig. 1). The slope average is 37%, with elevation ranging between 1440 and 2324 m a.s.l. The average annual rainfall is 562.7 mm, and average annual temperature is 16.8° C.

The study area is a part of the Zagros mountain folds that were formed in the late Triassic period (Mirzaei 2005).
METHODS

Field sampling
A selective sampling (McCoy 2005) was used as a result of multiple site visits and according to the spatial distribution of dead trees in the study area, in which 120 quadratic sample plots of 1200 m$^2$ each in a forest area of ca. 1339 ha in northeast of Ilam in Ilam Province were inventoried. Within each sample plot dieback intensity, tree crown diameters as well as number of trees were measured. The plot center coordinates were recorded by differential GPS surveys. The sampled data were partitioned into training and test datasets by assigning 70% of samples for training and keeping 30% for testing. The recorded sample plots were exported into a vectorized shapefile. In addition, a digital elevation model (DEM) was derived from the local topographic map and was used to extract plot-based average values of topographic attributes including slope, elevation and aspect (Cocco et al. 2010).

In each plot, a mixed soil sample from plot center and four corners was taken from 0-20 cm soil depth (Robertson et al. 1999), which was further analyzed in the soil lab (Maranon et al. 1999). The soil samples were air-dried and sieved through a 2-mm mesh sieve. Soil pH was measured with a 1/2.5 ratio using pH meter. Electric conductivity (EC) was measured with a 1/5 ratio, total nitrogen was measured by Kjeldahl method (Westerman et al. 1990), while phosphorus was measured following Olsen and Sommers (1990). Available potassium was extracted using ammonium acetate and calcium carbonate was measured by neutralizing with hydrochloric acid. In addition, the amount of organic matter was measured by its oxidation (Walkley & Black 1934), bulk density was measured on core soil samples by drying in a low-temperature oven (105 °C) for at least 24 h, the soil moisture contents was measured by oven-drying method and soil texture was determined by the percentage of clay, sand and silt using hydrometric method (Duffera et al. 2007).

Statistical preprocessing
Normal distribution of the underlying data is a commonly considered as an assumption for using geostatistical variograms. Therefore, we initially conducted a normality by checking Kolmogorov-Smirnov test (Vannini et al. 2010). We additionally correlated between the dieback intensity and the physiography -ic/edaphic parameters to provide initial impressions prior to the use of cokriging approach (Erre et al. 2009; Cocco et al. 2010).
Analysis of spatial structure
Semivariogram (also referred to as variorum) is a basic tool in geostatistics which is applied to reveal the spatial correlation existing within a given sample set. It is a function which describes the degree of spatial dependence within the data, and is defined as the expected squared increment of the recorded values between two locations (Wackernagel 2003). The spatial correlation amongst the measurement points can be quantified by the following semivariance function (equation 1) and co-semivariogram (equation 2) (Vannini et al. 2010):

$$\gamma(h) = \frac{1}{2N(h)} \sum_{i=1}^{N(h)} [z(x_i) - z(x_i + h)]^2$$

$$\gamma(h) = \frac{1}{2N(h)} \sum_{i=1}^{N(h)} [z_1(x_i) - z_1(x_i + h)] [z_2(x_i) - z_2(x_i + h)]$$

Where $\gamma(h)$ is the semivariance for the interval distance class $h$, $N(h)$ is the number of pairs of the lag interval, $Z(x_i)$ is the measured sample value at point $i$, $Z(x_i+h)$ is the measured sample value at position $i+h$ and $Z_2(x_i)$ and $Z_2(x_i+h)$ are related to second variable.

If variogram depends on a direction, it is known as anisotropic and otherwise isotropic. A variogram consists of three major characteristics including sill ($C + C_0$), range ($R$) and nugget semivariance ($C_0$). Nugget is the variance at zero distance, sill which defines the asymptotic value of semi-variance with respect to the lag distance, and range is the distance at which values of one variable reaches spatial independence. To define different classes of spatial dependence for soil variables, the ratio between the nugget semivariance and the total semivariance or sill can be used (Cambardella & Karlen 1994), in which the variable is subject to strong spatial dependence if the ratio is $\leq 25\%$. The variable is considered to be moderately distributed in patches if the ratio is between 25 and 75%, and it is weakly spatially dependent if the ratio is $> 75\%$.

The variable have not spatially structure if the ratio = 100%. Finally the variable is considered to be spatially uncorrelated (pure nugget), if the semivariogram slope is close to zero (Lopez-Granados et al. 2002).

Mapping dieback intensity
We evaluated two geostatistical (kriging and cokriging) and a range of interpolation approaches (Inverse Distance Weighted, Radial Basis Functions, General Polynomial and Local Polynomial) to map dieback intensity in the study area. A summary of the applied methods is as follows:

**Kriging:** kriging is a technique for unbiased estimations of variables at unsampled spatial locations. It is known as an exact interpolator which is applicable when no assumption is made on the trend in the data. Moreover, it is applied when the variogram function depends on the separation vector and not on location (Nalder & Wein 1998).

It is a method of local estimation in which each estimate is a weighted average of the observed values. The spatial prediction of the values of a variable $Z$ at an unsampled point $x_0$ is given by the following formula (Mardiks et al. 2005):

$$\hat{z}(x_0) = \sum_{i=1}^{n} \lambda_i z(x_i)$$

Where $x$ denotes a set of spatial coordinates $(X, Y)$, $\lambda_i$ is the weights associated with the sampling point $x_i$ and the $i^{th}$ observation point.

**Cokriging:** Collocated kriging is defined as a multivariate version of kriging which uses additional covariates that are ideally sampled at the same location as the estimated variable. When spatial correlation between a covariate and the variable of interest is high, cokriging commonly returns better estimation results. To apply cokriging (equation 4) for modelling the relationship between the response and
predictors variables, cross semivariogram is used (Leu et al. 2008).

$$\hat{z}(x_i) = \sum_{i=1}^{n} \lambda_i \cdot z(x_i) + \sum_{j=1}^{m} \lambda_j \cdot y(x_j)$$  \hspace{1cm} (4)

Where $\hat{z}(x_i)$ is the estimated value for $x_i$, $\lambda_i$ is the weights of the variable $x$, $\lambda_j$ defines the weights of the variable $y$, $z(x_i)$ is the observed value of the response variable and $y(x_j)$ is the observed value of the predictors.

Inverse Distance weighted (IDW): IDW combines the idea of proximity espoused by Thiessen polygons (Thiessen 1911) with the gradual change of a trend surface. Therefore, the measured values which are spatially closest to the prediction location, will have higher influence on the predicted value. IDW assumes that each measured point has a local influence that diminishes with distance (Leu et al. 2008).

Radial Basis Function (RBF): RBF embraces a diverse range of interpolation methods. In general, RBF is a real-valued function in which the value depends only on the distance from the origin. Sums of RBFs are typically used to approximate given functions.

This approximation process can also be interpreted as a simple neural network. In the RBF, values are estimates over the maximum of observed values and are in some cases less than the minimum of observed (Mir-Mousavi et al. 2010).

General Polynomial Interpolation (GPI): Under GPI mapped data are approximated by a polynomial expansion of the geographic coordinates of a set of recorded control points. The coefficients of the polynomial function are found by the least squares method, insuring that the sum of the squared deviations is minimized from the trend surface.

Each original observation is considered to be the sum of a deterministic polynomial function of the geographic coordinates plus a random error term (Leu et al. 2008).

Local Polynomial Interpolation (LPI): LPI is mostly similar to GPI. It fits multiple polynomials using subsets of the measured points, whereas GPI fits a polynomial model to the entire surface based on all measured points. LPI is a moderately quick deterministic interpolator that is smooth. It is more flexible than GPI, with more parameter decisions. When the input dataset exhibits short-range variation, LPI can be an appropriate method to capture finer detail (Akima 1970).

Accuracy assessment

To assess the accuracy of estimations across the applied method, 30% of the data was used as independent test dataset. The observed and estimated data were compared by deriving a set of accuracy measures including correlation coefficient ($R$), mean error percentage ($\%ME$) (equation 5) and the root mean square error percentage ($\%RMSE$) (equation 6) (Machiwal & Jha 2015).

$$\%ME = \frac{1}{n} \sum_{i=1}^{n} \left[ \hat{Z}(X_i) - Z(X_i) \right] \times 100$$  \hspace{1cm} (5)

$$\%RMSE = \frac{1}{n} \sqrt{\sum_{i=1}^{n} \left[ \hat{Z}(X_i) - Z(X_i) \right]^2} \times 100$$  \hspace{1cm} (6)

Where $Z(X_i)$ is the observed value at the point i and $\hat{Z}(X_i)$ is the estimated value at the point i.

RESULTS

Table 1 shows the results of the statistical analysis across the measured field samples. Average dieback intensity in the measured samples was 23.9%, the skewness was < 1 and Kolmogorov-Smirnov test revealed a normal distribution of the data. This was also supported by plotting the histogram of data (Fig. 2).
The correlation analysis between the dieback intensity, physiographic and soil parameters showed the correlation of dieback intensity with number of trees in plot, slope, aspect, soil bulk density and soil moisture (Table 2). The analysis of spatial structure of the samples by means of the variogram and covariogram of dieback intensity with other correlated parameters using models such as spherical, circular, Gaussian revealed that Gaussian model fit on the spatial structure analysis of dieback intensity, which returned the lowest rates of %ME and the %RMSE (Fig. 3). “Geostatistical Analyst” module was used and different models were evaluated on ArcGIS 10.3 software. Table 3 lists variogram and covariogram parameters along with the fitted models, which indicates $C_0/(C+C_0)$ of dieback intensity = 0.48. This suggests a moderate spatial structure of samples (Table 3). Furthermore, the variogram of measured samples of dieback intensity was shown to be isotropic (Fig. 3).

The model fits for the applied geostatistical and interpolation approaches were compared with results indicating that cokriging, kriging and RBF provide more accurate results compared to other tested methods. cokriging (with soil humidity and aspect) using Gaussian model turned out to be the superior estimator, with average ME percentage = 0.41, average RMSE percentage = 33.30, $R^2 = 0.52$. In contrast, the GPI (average ME percentage = 0.22, average RMSE percentage = 43.41, $R^2 = 0.17$) was associated with the lowest accuracy. The results showed that cokriging associated with two independent variables provide more accurate results compared to cokriging associated with one independent variable. So that the results of

---

**Table 1.** Statistical characteristics of dieback intensity samples.

<table>
<thead>
<tr>
<th>Variable</th>
<th>min</th>
<th>mean</th>
<th>max</th>
<th>Standard deviation</th>
<th>skewness</th>
<th>kurtosis</th>
<th>Kolmogorov-Smirnov test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dieback intensity</td>
<td>0.9</td>
<td>23.9</td>
<td>55.46</td>
<td>13.33</td>
<td>0.34</td>
<td>2.13</td>
<td>0.33</td>
</tr>
</tbody>
</table>

**Fig. 2.** Histogram of dieback intensity samples.

---

**Table 2.** The Pearson correlation between dieback intensity and other parameters.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Trees number</th>
<th>slope</th>
<th>aspect</th>
<th>Soil bulk density</th>
<th>Soil humidity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dieback intensity</td>
<td>0.197*</td>
<td>0.202*</td>
<td>0.344**</td>
<td>0.278**</td>
<td>0.257**</td>
</tr>
<tr>
<td>Pearson coefficient</td>
<td>0.034</td>
<td>0.03</td>
<td>0.001</td>
<td>0.002</td>
<td>0.005</td>
</tr>
</tbody>
</table>

---

**Table 3.** Variogram and covariogram parameters and fit models.

<table>
<thead>
<tr>
<th>Variable</th>
<th>model</th>
<th>Range (A)</th>
<th>Sill (C+C0)</th>
<th>Nugget (C0)</th>
<th>$C_0/(C+C_0)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dieback intensity</td>
<td>Gaussian</td>
<td>611.8</td>
<td>186.3</td>
<td>90.9</td>
<td>0.48</td>
</tr>
<tr>
<td>Dieback intensity with Aspect</td>
<td>Gaussian</td>
<td>611.8</td>
<td>186.3</td>
<td>90.9</td>
<td>0.48</td>
</tr>
<tr>
<td>Dieback intensity with bulk density</td>
<td>Gaussian</td>
<td>624.9</td>
<td>186.3</td>
<td>96.3</td>
<td>0.51</td>
</tr>
<tr>
<td>Dieback intensity with humidity</td>
<td>Gaussian</td>
<td>582.2</td>
<td>184.5</td>
<td>94.1</td>
<td>0.51</td>
</tr>
<tr>
<td>Dieback intensity with trees number</td>
<td>J-Bessel</td>
<td>642.8</td>
<td>174.4</td>
<td>91.9</td>
<td>0.52</td>
</tr>
</tbody>
</table>
cokriging (associated with soil humidity and aspect) had more accuracy than cokriging (associated with aspect), cokriging (associated with soil bulk density), cokriging (associated with soil humidity) and cokriging (associated with trees number) (Table 4). Fig. 4 shows the difference between measured and predicted dieback intensity in cokriging method (associated with soil humidity and aspect as independent variables). This figure indicated that the predicted dieback intensity was biased compared to the measured data due to the mismatch of its line graph with measured values of dieback intensity.

Table 4. variogram and covariograms parameters and fit models.

<table>
<thead>
<tr>
<th>variable</th>
<th>model</th>
<th>Range (A)</th>
<th>Sill (C+C₀)</th>
<th>Nugget (C₀)</th>
<th>C₀/(C+C₀)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dieback intensity</td>
<td>Gaussian</td>
<td>611.8</td>
<td>186.3</td>
<td>90.9</td>
<td>0.48</td>
</tr>
<tr>
<td>Dieback intensity with Aspect</td>
<td>Gaussian</td>
<td>611.8</td>
<td>186.3</td>
<td>90.9</td>
<td>0.48</td>
</tr>
<tr>
<td>Dieback intensity with bulk density</td>
<td>Gaussian</td>
<td>624.9</td>
<td>186.3</td>
<td>96.3</td>
<td>0.51</td>
</tr>
<tr>
<td>Dieback intensity with humidity</td>
<td>Gaussian</td>
<td>582.2</td>
<td>184.5</td>
<td>94.1</td>
<td>0.51</td>
</tr>
<tr>
<td>Dieback intensity with trees number</td>
<td>J-Bessel</td>
<td>642.8</td>
<td>174.4</td>
<td>91.9</td>
<td>0.52</td>
</tr>
</tbody>
</table>

Fig. 5 shows the mapped results of forest dieback intensity across the study area. A visual comparison of different mapping results obviously indicates the difference amongst the applied methods. Using cokriging for estimation of dieback intensity associated with soil humidity and aspect as independent variables returned the highest accuracy (Fig. 5, Table 5).
Fig. 4. Correlation between measured and predicted dieback intensity in cokriging associated with soil humidity and aspect as predictors.

Fig. 5. The maps of dieback intensity prepared using different methods (a: GPI, b: LPI, c: IDW, d: RBF, e: kriging, f: cokriging with aspect, g: cokriging with soil bulk density, h: cokriging with soil humidity, i: cokriging with trees number, j: cokriging with humidity and aspect together).
Table 4. Assessment of the applied methods in the mapping of dieback intensity.

<table>
<thead>
<tr>
<th>Method</th>
<th>Model</th>
<th>R²</th>
<th>%ME</th>
<th>%RMSE</th>
<th>%RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>GPI</td>
<td>Order 3</td>
<td>0.17</td>
<td>0.2215</td>
<td>43.414406</td>
<td>0.17</td>
</tr>
<tr>
<td>LPI</td>
<td>Order 2</td>
<td>0.2215</td>
<td>0.479917</td>
<td>39.68547</td>
<td>0.29</td>
</tr>
<tr>
<td>IDW</td>
<td>Power 1.59</td>
<td>0.368</td>
<td>6.054341</td>
<td>39.02097</td>
<td>0.34</td>
</tr>
<tr>
<td>RBF</td>
<td>Regularized spline</td>
<td>0.39</td>
<td>2.916421</td>
<td>37.50738</td>
<td>0.38</td>
</tr>
<tr>
<td>Kriging</td>
<td>Gaussian</td>
<td>0.43</td>
<td>1.144418</td>
<td>36.80597</td>
<td>0.40</td>
</tr>
<tr>
<td>Cokriging (with aspect)</td>
<td>Gaussian</td>
<td>0.47</td>
<td>0.812168</td>
<td>35.88305</td>
<td>0.47</td>
</tr>
<tr>
<td>Cokriging (with soil bulk density)</td>
<td>Gaussian</td>
<td>0.48</td>
<td>0.295334</td>
<td>35.9938</td>
<td>0.47</td>
</tr>
<tr>
<td>Cokriging (with soil humidity)</td>
<td>Gaussian</td>
<td>0.49</td>
<td>0.114187</td>
<td>36.1246</td>
<td>0.49</td>
</tr>
<tr>
<td>Cokriging (with trees number)</td>
<td>J-Bessel</td>
<td>0.50</td>
<td>0.369167</td>
<td>36.28913</td>
<td>0.49</td>
</tr>
</tbody>
</table>

%ME: mean error percentage
%RMSE: root mean square error percentage
R²: coefficient of determination

Table 5. The area of dieback intensity by cokriging (with soil humidity and aspect).

<table>
<thead>
<tr>
<th>Classes</th>
<th>Dieback intensity (%)</th>
<th>Area (ha)</th>
<th>Area (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>C₁</td>
<td>0 - 10</td>
<td>140.47</td>
<td>10.49</td>
</tr>
<tr>
<td>C₂</td>
<td>10 - 20</td>
<td>781.41</td>
<td>58.38</td>
</tr>
<tr>
<td>C₃</td>
<td>20 - 30</td>
<td>309.92</td>
<td>23.15</td>
</tr>
<tr>
<td>C₄</td>
<td>30 - 40</td>
<td>103.3</td>
<td>7.72</td>
</tr>
<tr>
<td>C₅</td>
<td>40 &lt;</td>
<td>3.42</td>
<td>0.25</td>
</tr>
</tbody>
</table>

DISCUSSION

This study was designed for mapping of dieback intensity in the Zagros forest, west of Iran by means of geostatistical and interpolation methods. Statistical analysis of measured samples indicated the normal distribution of data, with a low degree of skewness. This (and similar conditions) can be attributed to intrinsic properties of the data, sampling method and number of samples (Jafarnia & Akbarinia 2014). In this study, distribution patterns and intrinsic characteristics of the oak decline supported by several site visits led to the decision using a selective sampling, which was eventually supported to be representative by the low level of skewness in the distribution of the field samples. The results did not show any dieback intensity > 42% and < 3% for the cokriging and kriging approaches, while the maximum and minimum dieback intensity of 55.46 and 0.9 % were observed in the recorded field samples, respectively. The changed maximum and minimum of data in result of geostatistic was also mentioned by previous studies by Akhavan & Kleinn (2009) and Pourreza et al. (2012). The reason can be attributed to the intrinsic smoothness of geostatistical methods (Yamamoto, 2005; Pourreza et al. 2012). In contrast, the maximum estimated value of 55.74% was observed when using RBF method, which was larger than maximum value measured in the field samples. This is one of the attributes of the RBF in which the estimates can occasionally fall beyond the range of the observed values (Maroufi et al. 2009). This, in turn, caused errors which were eventually influential on the minimum and maximum margins of the area-based mapped values (Yamamoto 2010; Pourreza et al. 2012). The results of this study showed a moderate spatial structure of the forest dieback intensity in the study area. A range of different results has been reported by the available literature, which turn out to be mostly site - response variable and sampling scheme - dependent. For instance, weak spatial structure was observed amongst samples in a study carried out on quantitative characteristics across northern forests of Iran (Akhavan et al. 2010). The studies of Gunnarson et al. (1998) and Touminen et al. (2003) in Nordic Europe both reported weak spatial structure amongst the samples, whereas Kint et al. (2003) (temperate plantations), Montes et al. (2005) (natural oak stands in Spain), Akhavan & Kleinn (2009) (even-aged stands in Northern Iran) and Pourreza et al. (2012) (Zagros forests of Iran) reported moderate spatial structures. We argue that the homogeneity existing within the Zagros forests (in particular in tree species composition which is mostly dominated by Q. brantii) contribute to improving the spatial...
structure of several forest attributes, including those estimated here. Calculating variogram parameters resulted in the effect range of 611.8 m for forest dieback intensity. That is, the samples have spatial dependence up to 611.8 m which afterwards turns into independence. Effect range also represents the degree of homogeneity of a given variable. That is, higher values of the range lead to decrease in the number of homogeneous samples. Here, deriving the effect range was further applied to design the sampling grid, i.e. the sampling distance was equal to the derived range (Akhavan & Kleinn 2009). In practice, however, we suggest the 2:3 of the effect range to be taken as sampling distance to account for the uncertainties raised by this (Hassani-Pak 2006; Akhavan & Kleinn 2009). In addition, according to the isotropy that was observed in the variogram, 408 m is recommended as appropriate dimensions of sampling grid for analysis of dieback intensity across this and structurally-similar study sites. The results showed that the highest accuracy in estimating the oak decline intensity was returned by cokriging approach. Cokriging uses correlation and spatial relationships amongst the response and predictor variables, and provide superior results compared to other estimated methods. This result is consistent with results from Cocco et al. (2010), Foster et al. (2012), Misaghi & Mohammadi (2005), Nourzadeh-Haddad et al. (2013), Sarmadian & Taghizadeh (2008) and Wu et al. (2006). Also the results showed that geostatistical methods were generally associated with higher accuracies than the applied interpolation methods, which supports previously published results by Mir-Mousavi et al. (2010), Kazemi-Postmasari et al. (2012) and Omidvar et al. (2014). The geostatistical methods did not contain systematic errors which are typically present in interpolation results, and also are estimated with minimum amount of bias and variance. Concerning this, our result is in contrast to those published by Maroufi et al. (2009) and Mohamadi et al. (2012) who reported the IDW to be of superior estimation performance. It turns out that the choice of an appropriate method for estimating a variable depends mainly on the variable type as well as on the regional influential factors. Therefore, an all-round functional estimation method cannot be prescribed due to area-specific character-istics. Also the results showed that cokriging using two predictor variables returned better performances compared to using a single predictor (Table 4). The IDW method for estimating the spatial structure has been previously suggested by the instructions provided by Iranian Forest, Rangeland and Watershed Management Organization (FRWO) to prevent and control oak decline (Anonymous 2012). However, our results showed that kriging and cokriging methods provide more accurate results compared to IDW. Therefore we suggest to use those methods instead of IDW in the areas that are structurally similar to ours. Information on spatial extension of declined oak classes (Table 5) indicated that oak decline has been expanded and caused extensive diebacks across the study area. According to the results, the average dieback intensity in the study area was estimated to be 18.12%, which can be considered as an alarm. Together with other possible anthropological factors such as charcoal and animal husbandry, oak decline can also be considered as an emerging natural disturbance agent across Zagros forests in Iran. Thus it intensifies the call for well-founded planning to manage the Zagros forest landscapes, in particular those prone to oak decline. A future prospect of this study includes using remote sensing techniques for large-area sampling, which can help by solving problems caused by time and labor constrains and enable multi-temporal investigations. The results will be further used for estimating and mapping forest attributes by means of geostatistical methods.
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ارزیابی روش‌های مختلف زمین‌آماری و درون‌بایی به منظور تهیه نقشه شدت خشکیدگی در جنگل‌های زاگرس

کرمی‌اف.، فلاح‌اف.، شتابی‌ش.، لطیفی‌ه.،

چکیده
در سال‌های اخیر یکی از پدیده‌های زوال بلوط به شدت در بین جنگل‌های بلوط ایرانی زاگرس واقع در غرب ایران گسترش یافته است و سبب خشکیدگی و شکسته‌گی در این جنگل‌ها شده است. این پدیده تلفات در جنگل‌ها و وجود شدیدتر شدن خشکیدگی در مناطق جنگلی در نصیب این جنگل‌ها می‌باشد. این پدیده برای مدیریت بهینه و تعیین استراتژی مناسب برای کنترل این پدیده ضروری است. به همین ترتیب، در این مطالعه، از نقشه‌های خشکیدگی در یک منطقه جنگلی در شهرستان ایلام تحت تأثیر پدیده زوال بلوط قرار گرفته است، مورد بررسی قرار می‌گیرد. در این مطالعه علاوه بر تهیه نقشه توزیع شدت خشکیدگی در منطقه مورد مطالعه، ساختار مکانی بین نمونه‌های اندازه‌گیری شده که با روش مدل‌سازی (127 قطعه نمونه) و نیز مقدار متوسط آن در هر نقطه به دست آمده به استفاده از روش‌های مختلف می‌پردازد.

نتایج نشان داد که ساختار مکانی متوسطی بین نمونه‌های اندازه‌گیری شده وجود دارد. همچنین نتایج حاصل از روش کوکریجینگ (با استفاده از متغیرهای کمکی رطوبت خاک و چگل دامنه) دارای بیشترین صحت در مقایسه با سایر روش‌ها به‌دلیل بهبود روش‌های کوکریجینگ و توابع پایه پیش‌نهی (RBF) دارای بیشترین صحت نسبت به سایر روش‌ها بودند. نتایج این مطالعه دلایل بر صحبت مناسب روش کوکریجینگ در برآورد شدت و توزیع مکانی شدت خشکیدگی دارد. بر این اساس متوسط شدت خشکیدگی در منطقه مورد مطالعه 12/18 درصد برآورد شد.
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